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Ductile  fracture  of  a C–Mn  steel  was  characterized  by tensile  tests  performed  in  a large  temperature
range  (from  20 to  350 ◦C)  on round  notched  and  CT  specimens.  The  experimental  results  revealed  a
sharp  decrease  in  fracture  strain  and  fracture  toughness  around  200 ◦C. These  temperatures  correspond
to  the  domain  of  dynamic  strain  ageing  (DSA).  The  Portevin-Le  Chatelier  (PLC)  effect,  which  is  the  most
classical  manifestation  of  DSA,  was  simulated  for round  notched  and  CT specimens  with  a  mechanical
constitutive  model  which  includes  the  strain  ageing  effect  and  the stiffness  of  the  testing  machine.  It is
ynamic strain ageing
uctile fracture
umerical modeling
train localization
ocal approach

shown that  changes  in stiffness  can  amplify  the  DSA  effect.  3D-Modeling  was  used  to  correctly  capture
the  complex  space-time  correlation  of  strain  localization,  particularly  in  side-grooved  CT  specimens.  The
results  were  compared  to classical  elastic–plastic  simulations.  The  local  approach  to  fracture  was  then
applied  to predict  the  ductile  fracture  of round  notched  specimens  using  the  Rice  and  Tracey  criterion.  In
the  DSA  domain,  the  approach  used  in this  study  predicts  a decrease  of the fracture  strain  which  is  less
than  observed  experimentally.
. Introduction

The dynamic strain ageing (DSA) effect can occur in many metal
lloys. This phenomenon is due to the interaction between solute
toms and mobile dislocations [1,2] during straining. DSA reduces
he strain rate sensitivity of the flow stress and induces a jerky
ow when the strain rate sensitivity becomes negative [3]. In such

 case, strain localizes into narrow bands inducing stress drops on
he overall stress–strain curve [4,5] usually referred to as “serra-
ions”. This phenomenon is called the “Portevin-Le Chatelier (PLC)”
ffect. Dynamic strain ageing occurs for temperatures and strain
ates within a certain range, and in some cases a critical strain level
as to be reached for serrated yielding to take place [3,6].

Dynamic strain ageing and the PLC effect have been the subjects
f numerous experimental and theoretical studies. In the past
ecade, numerical modeling with the finite element (FE) method

as also been used to investigate the PLC effect and related
henomena. These studies have been aimed at representing the
patio-temporal evolution of the local mechanical variables using

∗ Corresponding author at: Université Paris-Sud 11, ICMMO/LEMHE CNRS UMR
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appropriate constitutive laws. McCormick and Ling [7] proposed
a model derived from the approach proposed by McCormick [6],
Estrin and McCormick [8] and McCormick and Estrin [9] to simulate
the PLC effect. Typical characteristics of the PLC effect, such as PLC
instabilities and critical plastic strain, were correctly predicted with
this model. Zhang et al. [10] adapted the McCormick and Ling [7]
model, an elasto-viscoplastic constitutive law accounting for DSA
through a new internal variable, the ageing time ta and a hardening
term. The morphology of PLC bands in Al–Mg–Si alloys was  then
studied via FE analysis using this model. Kok et al. [11,12] used a
polycrystal plasticity model embedded in a FE framework to study
the PLC effect in constant cross head velocity controlled tension
tests. These authors used a constitutive law based on the Zhang
et al. [10] model and introduced the model into a law of crystalline
plasticity. Graff et al. [13,14] reformulated the constitutive model of
Zhang et al. [10] through the introduction of a thermally activated
elasto-viscoplastic law. This formulation was used by Belotteau
et al. [15] to predict strain ageing (both static and dynamic) of a
C–Mn steel over a large range of temperatures and strain rates.
Mazière et al. [16] used the same constitutive model to simulate
round smooth and notched specimens of a Ni based superalloy.

Benallal et al. [17] used a phenomenological elastic–viscoplastic
model based on [1] to study the PLC effect in tension tests with
smooth axisymmetric specimens at different strain rates and with
U-notched axisymmetric specimens. The experimental results,

dx.doi.org/10.1016/j.msea.2012.03.069
http://www.sciencedirect.com/science/journal/09215093
http://www.elsevier.com/locate/msea
mailto:clotilde.berdin@u-psud.fr
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resented in a previous paper [18], were correctly predicted by the
pproach proposed in [17]. For example, the authors used different
train hardening laws for different strain rates to simulate negative
train rate sensitivity and were able to predict strain localization
ands (PLC bands) using this model. Hopperstad et al. [19] used an
nisotropic elastic–viscoplastic model including the McCormick
odel [6,10,20] for DSA. One can find an exhaustive critical review

f existing numerical models which predict DSA and PLC effects
n Rizzi and Hahner [21]. In addition, PLC effects in notched and
racked specimens were numerically investigated by Graff et al.
13,14] and Belotteau et al. [15] with 2D models. Recently, a 3D

odel of a notched CT specimen was used to study the strain
ocalization stemming from static ageing including residual stress
nd plastic strain obtained by preloading in compression [22].

DSA is characterized by an increase in flow stress and ultimate
ensile strength but also by a drop in fracture toughness [15,23–25].
owever, Srinivas et al. [26,27] found the opposite effect of DSA on

racture toughness in a pure Armco Iron. The authors attributed this
ehavior to the absence of inclusions in pure iron which modifies
he underlying ductile fracture mechanisms in the presence of DSA.
arbon–manganese steels, used for the secondary systems (feed
ater line and steam line) of nuclear pressurized water reactors, are

ensitive to DSA at in-service temperatures (around 200 ◦C) [15,24].
herefore, the design of these components requires the prediction
f fracture toughness of these steels in the presence of DSA.

Amar and Pineau [28] and Wagner et al. [24] modelled the duc-
ile fracture of such C–Mn steels in the presence of DSA. They used
n elastic–plastic constitutive law ignoring the DSA effect. To pre-
ict the drop in fracture toughness, they applied the Rice and Tracey
riterion [29]. So, a critical void growth ratio was identified at each
emperature on notched tensile tests results. The results showed a
ariation in critical void growth ratio, which, however, was not evi-
enced on fracture surface [24]. Indeed, DSA can modify the local
echanical variables, especially when strain rate sensitivity is neg-

tive: strain localizations occur even in notched specimens that
ould induce a modification of the damage kinetics rather than a
odification of the critical value.
Thus, the objective of the present study is to model the mechan-

cal behaviour with an elasto-viscoplastic constitutive law which
ccounts for DSA and to predict, using a local approach, the fracture
f a C–Mn steel in the DSA domain particularly at 200 ◦C. Conse-
uently, the tensile behaviour is studied and modeled using a model
erived from Kubin, McCormick, Estrin’s works [3,6]. The fracture
ehavior of one C–Mn steel is characterized using notched tensile
nd precracked tests. Finite element simulations of fracture tests
re performed taking DSA into account. These simulations are car-
ied out in 2D but also in full 3D. Finally, the Rice and Tracey [29]
riterion is applied to predict the fracture in the presence of DSA.

. Experimental tests

.1. Tensile tests

The material studied is a carbon manganese steel which was
sed by Belotteau et al. [15]. Mechanical behavior of the mate-
ial was characterized by fourteen tensile tests performed on
ound tensile specimens (36 mm gage length, 6 mm diameter)
t seven temperatures over the temperature range (20–350 ◦C)
nd at two strain rates: 10−2 s−1 and 10−4 s−1. Additional tests at
wo other strain rates were performed: 10−3 s−1 and 10−5 s−1 in
rder to improve the accuracy of the constitutive model [30] pre-

ented below. The PLC effect occurred in the temperature range of
50–300 ◦C, depending on the strain rate. Table 1 shows the per cent
niform elongation (Au) for round tensile specimens tested at one
f the prescribed strain rates (10−3 s−1) for different temperatures.
Fig. 1. Round notched specimens (all dimensions are in mm).

There is a minimum in the uniform elongation around 200 ◦C. The
decrease of ductility is correlated with DSA [15,23–25].  The uniform
elongation was  a minimum at 200 ◦C for the strain rate of 10−4 s−1

and at 250 ◦C for the strain rate of 10−2 s−1 [15]. This behavior is
expected since the DSA temperature domain depends on the strain
rates; the DSA temperature domain moves to higher temperatures
if strain rates increase and vice versa [31].

According to Kang et al. [32], PLC bands provide an additional
local strain that enables the Considère condition to be reached
locally before it is reached over the whole specimen. This may
explain the reduced ductility of tensile specimens in the DSA tem-
perature domain. Indeed, Hosford and Caddell [33] showed that in
uniaxial tension, the cross-section inhomogeneity has an important
influence on the necking strain. A PLC band may  contain 1.4% plas-
tic strain [34] which creates a local cross-section inhomogeneity
thus reducing the necking strain. Wang et al. [30] predicted neck-
ing within a PLC band on round smooth specimens. Fracture under
tension is thus essentially a strain localization problem, because
ductile damage occurs after necking. So, tensile elongation does
not depend on usual ductile fracture mechanisms. Fracture tests
with stress triaxiality ratio promoting ductile damage were then
conducted.

2.2. Fracture tests

Tests on round notched specimens were carried out over the
same temperature range. The minimum diameter ˚0 in the notch
section was 10 mm for all samples, but the root notch radius r var-
ied from 2 mm  (AE2), 4 mm (AE4) and up to 10 mm  (AE10) (Fig. 1).
Thus, the stress triaxiality ratio, important for ductile fracture,
varies between 0.8 and 1.2. To obtain the PLC effect in these tests,
strain rates in the range of 10−4-10−3 s−1 have to be reached in the
minimum cross-section. Preliminary FE computations allowed us
to calculate the crosshead velocity of the testing machine to obtain
these strain rates.

During the tensile tests, the variations of the load P versus diam-
eter ˚,  measured at the minimum section, were recorded. From
these values, the mean stress �̄ = 4P/�˚2

0 and the mean strain

ε̄ = 2 ln(˚0/˚) were calculated. The mean stress and strain at
failure ( �̄R and ε̄R respectively) were determined ( �̄R from final
diameter ˚R measured on broken specimens). The results showed
that at 200 ◦C, the PLC effect occurred in the form of serrations
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Table 1
Uniform elongation (Au) for round smooth specimens tested at 10−3 s−1.
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Temperature ( C) 20 100 150 

Au (%) 20 19.8 19.5 

n the global curve: so, jerky flow behavior is observed not only
n smooth tensile specimens, but also on notched specimens. At
00 ◦C, jerky flow is observed for all geometries.

Table 2 shows the fracture strain ε̄R variation with temperature
or specimens AE2, AE4 and AE10 and a sharp drop of the fracture
train ε̄R is seen in contrast to the usual case, in which the frac-
ure strain is expected to increase with temperature as seen for
emperatures above 250 ◦C.

Tearing tests on CT specimens were carried out over the same
emperature range as for the round notched specimens. The spec-
mens used are side-grooved CT25 with an over-all thickness of
5 mm and a reduced thickness of 20 mm at the side grooves. The
pecimens were fatigue pre-cracked for 1,330,000 cycles at a maxi-
um  load of 14,000 N to a pre-crack length of 5 mm corresponding

o an over-all initial crack length of 30 mm.  At the end of fatigue
re-cracking, the stress intensity factor was KI = 20 MPa

√
m. To cal-

ulate the tearing resistance, the specimen unloading compliance
ethod was applied: crack growth was estimated from the unload-

ng compliance at various crack opening displacements (COD). The
ompliance was calculated assuming a straight crack front under
lane strain constraint. The tests were conducted at a prescribed
rack opening displacement rate of 0.4 mm/min  using a crack clip
auge and stopped when the COD reached 5 mm.

Fig. 2 shows the resistance to ductile fracture for CT specimens
s a function of temperature. There was a sharp drop of the ini-
iation fracture toughness, J0.2 and of the tearing modulus, dJ/da
etween 150 and 250 ◦C due to the DSA effect, as was  also observed
y Amar and Pineau [28] and Wagner et al. [24] on other C–Mn
teels. The reductions of the fracture toughness and tearing mod-
lus from 20 ◦C to 200 ◦C were about 60%. Finally, experimental
esults from notched tensile and CT specimens obtained by Wag-
er et al. [24] were in agreement with the present results except
hat the ductility and fracture toughness of the current C–Mn steel
as higher.

.3. Fractographic analysis
To understand the mechanisms of fracture in the pres-
nce of DSA, fractographic analyses by SEM (Scanning Electron
icroscopy) of broken specimens were carried out. On the frac-

ure surface of AE specimen, no special dimple features were found

Fig. 2. Evolution of the toughness for CT specimens.
200 250 300 350

11.8 14.1 15.1 16.1

either in the absence or presence of the PLC effect in agreement
with Wagner et al. [24] and Bréchet and Louchet [35]. Other authors
[28,36,37] have reported shallower dimples associated with DSA,
but these observations were not quantified.

Fig. 3 shows the fractographic analysis on the surfaces of the CT
specimens tested at 20 ◦C (without DSA) and 200 ◦C (with DSA).
The voids are rather spherical and regular with different sizes.
The smaller voids were attributed to carbide fracture in pearlite
whereas the larger ones were related to the MnS  inclusions. Spe-
cial local flat regions (Fig. 3b) were seen on the specimen fractured
at 200 ◦C: these regions appear to be sheared. However, these areas
were rare and not representative of the global fracture surface of
the specimen tested at 200 ◦C. Similar flat regions were also seen
by Gupta et al. [38]. These regions could be due to the presence of
strain localizations at the crack tip associated to the PLC effect, or to
small unstable crack extensions due to local softening as reported
by Marshall et al. [39]. However, these infrequent features do not
explain the relationship between the DSA effect and the loss of
toughness. Mechanical modeling of strain localization was carried
out in order to gain further insight into the relationship between
DSA and ductile fracture as described below.

3. Numerical modeling

3.1. Constitutive model

In order to model the PLC phenomenon, the KEMC
(Kubin–Estrin–McCormick) strain ageing model was  invoked.
This model incorporates elasto-viscoplastic behavior and thermal
activation and was  derived from earlier models proposed by Kubin
and Estrin [3] and McCormick [6];  it allows the prediction of both
types of strain ageing: static strain ageing (SSA) (Lüders effect)
and DSA (PLC effect). It was first proposed by Zhang et al. [10] and
adapted by Graff et al. [13]. The yield function f is based on the von
Mises criterion with isotropic hardening:

f (�
˜
, R, Ra) = J2(�

˜
) − R − Ra

R(p) = Q (1 − exp(−bp)) + Hp
(1)

where Q, b, H are the strain hardening parameters and p is the
cumulative equivalent plastic strain. The term J2(�

˜
) represents the

second invariant of the deviatoric stress tensor and R is the isotropic
strain hardening. Of particular interest in the KEMC model is the
introduction of the term Ra which represents the overhardening
due to strain ageing:

Ra(ta, p) = P1Cs(ta, p) (2)

where Cs defines the relative concentration of solute atoms pinning
the mobile dislocations. The parameter P1 represents the maximal
stress drop magnitude from a fully pinned state to a fully unpinned
state. The solute atoms concentration depends on the ageing time
ta where higher values of ta induce stronger overhardening. The
variable p is the cumulative equivalent plastic strain:

ṗ =
√

2
3

ε̇
˜

p : ε̇
˜

p ε̇
˜

p = ṗ
3
2

�
˜

dev

J2(�
˜
)

ṗ = ε̇0 exp
(

− Ea

kBT

)
( )
sinh
Max(0,  f (�

˜
, R, Ra))

kBT
(3)

where ε
˜

p is the plastic strain tensor, ε̇0, Ea, Va, kB, T are the
strain rate threshold, the energy and volume of activation of the
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Table 2
Evolution of the strain to fracture for round notched specimens.

Temperature (◦C) 20 100 125 150 200 250 300 350
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AE2 0.543 

AE4 0.648 0.580 0.528 

AE10 0.713 

islocation mobility, the Boltzmann constant and the absolute tem-
erature respectively.

The mean concentration of solute atoms depends on the param-
ters P2,  ̨ and n:

s(p, ta) = Cm(1 − exp(−P2p˛tn
a )) (4)

The relative solute concentration evolves to a saturation value
m when the ageing time ta tends to infinity. The evolution law of
he ageing time depends on the plastic strain rate through a param-
ter ω which represents the strain increment produced when all
rrested dislocations overcome local obstacles and advance to the
ext pinned configuration (Eq. (5)):

˙a = 1 − ṗ

ω
ta ta(t = 0) = ta0 (5)

The initial time ta0 is related to the presence of static ageing and
 large value allows simulating the Lüders peak and plateau.

The KEMC model was implemented in FE software [13,16]. The
rocedure for the parameter identification is explained in detail in
15]. However, some parameters were modified in order to better
imulate the serrations and the geometrical features of PLC bands
30]. Here, only the results obtained at 20 ◦C and at 200 ◦C are pre-
ented and the parameters at these temperatures are provided in
able 3. The simulations were performed with finite strain formu-

ation using the corotational frame of reference [16]. A full implicit
esolution solver is used for the global equations. Local integration
s solved by the Runge-Kutta method. Since the serrations have to
e captured, the time increment is usually very small making the

Fig. 3. Fractographic analysis of the fracture surfaces for CT specime
0.421 0.368 0.474
0.414 0.404 0.327 0.447 0.528

0.441 0.430 0.473

computation time be very large (up to 60,000 increments currently
used [15]).

3.2. Smooth tensile specimens

The tests on smooth tensile specimens were first simulated in
2D plane stress in order to minimize computation time. Eight node
quadratic elements with reduced integration were employed. Fig. 4
shows a comparison of numerical and experimental tensile curves
for two  different temperatures at 10−3 s−1. As can be seen, the KEMC
model simulates both strain ageing phenomena: SSA (Lüders stress
peak and plateau and Lüders bands [40]) and DSA (serrated flow and
PLC bands). It should be noted that the simulated Lüders plateau is
lower than the experimental one. Indeed it is difficult to correctly
simulate both static and dynamic strain ageing with this model as
previously discussed [15].

3.3. Round notched specimens

Round notched specimens were simulated using the KEMC
model with the parameters identified in the previous section. 2D-
Axisymmetric and full 3D computations were performed (Fig. 5).
Generally, tensile tests on round notched specimens were modeled
with a 2D axisymmetric model and planar symmetry: half-section
is then modeled. However, in the presence of DSA effect, strain

localization bands could occur and these bands present probably
neither axisymmetry nor planar symmetry. Indeed, Graff et al. [13]
showed, by in situ observations on polished surfaces of the speci-
mens, that PLC bands on U-notched plate tensile specimens were

ns (a) 20 ◦C and (b) 200 ◦C: flat zones were observed at 200 ◦C.
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Fig. 4. Numerical and experimental tensile curves at 20 ◦C (a) and at 200 ◦C (b) a

ot symmetric. Therefore, full 3D computations are necessary to
orrectly predict the DSA effect. The elements used were eight
odes quadratic elements with reduced integration for 2D simu-

ations and twenty nodes quadratic brick elements with reduced
ntegration for 3D simulations. The boundary conditions (Fig. 5)

ere:

) 2D simulations: displacement equal to zero on the axis of the
specimen in direction 1, displacement equal to zero on the min-
imum section in direction 2, and displacement rate on the upper
surface in direction 2 was prescribed with details as discussed
in the next paragraph.

) 3D simulations: displacement equal to zero on the bottom sur-
face in direction 2, displacement of one node on the bottom
surface equal to zero in directions 1 and 3, displacement of the
second node on the bottom surface equal to zero in direction 1
and displacement rate prescribed on the top surface in direction
2 as in 2D simulations.

Particular attention had to be paid to the prescribed displace-

ent rate at the top of the mesh. Indeed, the actual condition in

he experiment was a constant prescribed crosshead speed. This
ondition is not identical to a constant displacement rate at the
ead of the specimen (i.e. top of the mesh). The testing machine

Fig. 5. Meshes of axisymmet
s−1 and the corresponding strain localization bands (field of plastic strain rate).

stiffness (including the grip system) modifies the displacement
rate at the head of the specimen. The non-linear behavior of the
specimen induces a variation of this displacement rate versus
time whereas crosshead speed remains constant. Since for the
DSA phenomenon, loading rate is a major concern, the displace-
ment rate at the top of the mesh was  imposed so as to obtain
the experimentally-measured diameter versus time. This resulted
in using three different displacement rates increasing with time
(the prescribed displacement is represented in Fig. 9 by the curve
entitled “node 2 without spring”). In a second step, the machine
stiffness was modeled as explained in the next section.

Fig. 6 shows the results obtained from simulations and experi-
mental for AE4 at 200 ◦C. Two  models were used for the simulations.
One is the KEMC model and the other one is a standard elasto-
plastic (EP) model which does not account for strain ageing and
for which the parameters were obtained from the experimental
curve of the round smooth specimen tested at 200 ◦C and 10−4 s−1.
The results show that the global behaviors predicted by 2D and
3D computations with the KEMC model are identical: the tensile
curves are superposed. However, it is also noted that the magni-

tude of the simulated PLC serrations are less pronounced than for
the experimental curve. This is attributed to the simplified bound-
ary conditions as discussed later in this section. The curve obtained
with the EP model in 3D gives a correct simulation of the force.

ric notched specimens.
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ig. 6. Experimental and numerical curves at 200 ◦C: test results as well as 2D and
D simulations for AE4.

Fig. 7 shows contour values of equivalent plastic strain rate
btained from 3D computation of AE4 at 200 ◦C at mean strains
f 5% and 5.4%. Multiple bands develop inside the notch and are
ropagating. These bands occasionally extend beyond the notch
egion. In addition, the PLC bands on the 3D computation were not
xisymmetric.

Observations of strain localization were performed by an opti-
al technique on a mirror polished surface of the large section part
f the specimen. Since strain localization can be observed in such

 way only at room temperature, we looked for the Lüders bands
fter a tensile test interrupted during the Lüders plateau. Strain
ands appear with a lattice pattern (Fig. 8). It is worth noting that
he pattern observed corresponds to the pattern simulated by the FE
ethod. Indeed, it is strain localization of DSA that is presented, but
he main difference between both types of localization is the strain

agnitude within the bands. Fig. 8 represents contour values of the

ig. 7. Contour values of equivalent plastic strain rate (ṗ) for AE4. 3D computation using K
xial  section (right).
 Engineering A 547 (2012) 19– 31

equivalent plastic strain of simulation of the AE4 tested at 200 ◦C at
5% of mean strain for the two models: KEMC and EP model. Compar-
ing the observation and the 3D-model using the KEMC constitutive
law, we can conclude that the KEMC model accurately represents
strain localization. Consequently, to correctly predict PLC bands on
round notched specimens, 3D computations must be performed.

The boundary condition related to the prescribed displacement
was modified to directly take into account the influence of the
testing machine stiffness on the PLC serrations. The AE2 and AE4
specimens were simulated taking into account the testing machine
stiffness by means of a layer of purely elastic elements added at
the top of the meshes (Fig. 10a). These elastic elements represent
the spring simulating the testing machine stiffness. Considering the
testing machine and the specimen to be two  elastic springs in series,
the testing machine stiffness is:

Km = KtKsp

Ksp − Kt
(6)

with Kt the total stiffness obtained by the ratio of the load and
the crosshead displacement measured experimentally in the linear
domain of behavior, and Ksp, the elastic stiffness of the specimen
computed by finite element method (in the modeling, plane sym-
metry imposes to take the double of Ksp). The machine stiffness
calculated for AE2 and of AE4 is respectively 54,878 kN/m and
55,757 kN/m. Since the global curve is not sensitive to the 2D or
3D model, 2D computations were carried out to reduce computa-
tional time. The Fig. 9 shows the constant prescribed displacement
imposed to node 1 (see Fig. 10 for the definition of the nodes 1 and
2) and the resulting displacement at node 2 that varies step by step
when strain localizations occur; it should be noted that this dis-
placement fits very well the displacement prescribed at node 2 in
the preliminary step of AE modeling and defined in order to recover
Fig. 10b shows simulated and experimental curves for AE2 and
AE4 taking into account the testing machine stiffness. Incorporat-
ing machine stiffness into the model resulted in simulated PLC

EMC model at 200 ◦C for (a) 5% and (b) 5.4% mean strain: exterior surface (left) and
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ig. 8. Observation of the Lüders bands on specimen NT4 ahead of the notch (left
sing  KEMC model and EP model at 200 ◦C at 5% of mean strain (right).

errations which were much closer to the experimental curves.
he amplitude of PLC serrations is larger and the PLC serra-
ions are more frequent than in the previous simulations. The
arger serrations are explained by the release of elastic energy
tored in the spring when strain rate localization bands form
n the notch zone: since the load decreases, the displacement
f the spring (i.e.  the testing machine) decreases too, inducing

 rapid increase displacement at the head of the specimen in
rder to reach the constant crosshead speed value that is pre-

cribed. The local strain rate increases in the neck and a stronger
LC effect is observed. Nevertheless, it should be noted that the
esult could be a weaker PLC effect, if the temperature and strain

ig. 9. Displacement of node 1 and node 2 (see Fig. 10) without or with spring.
tour values of cumulative equivalent plastic strain for AE4 from 3D computations

rate domain is such that a higher strain rate is outside the PLC
domain.

It is also noted that the amplitude of the PLC serrations is over-
estimated by the simulations. This may  be explained by the fact
that the maximal stress drop magnitude driven by the parameter
P1 was too high. Nevertheless, it must be pointed out that such ser-
rations were observed on experimental curves for the same type
of specimens on another C–Mn steel by Wagner et al. [24]. It is
worth noting that the shape of the serrations is correctly predicted.
However, in contrast to the experimental results, the serrations do
not stop after the maximum load indicating that the parameters
controlling the solute atom concentration have to be adjusted.

These results indicated that machine stiffness should be taken
into account for the identification of strain ageing parameters. This
is a subtle issue that should be considered in the future because
it depends on the relative stiffness between specimen and testing
machine.

3.4. CT specimens

CT specimens were also simulated with the same parameters as
the two preceding cases using the KEMC model. The CT specimens
were firstly simulated by 2D computations since the cost of a full 3D
computation is very high due to the PLC strain localizations. Full 3D
computations were then carried out in order to show the geometry
effect on the PLC band characteristics as was done for the notched
round specimens. 2D simulations were conducted for plane stress
and plane strain for later comparison with the 3D results. For saving

computation time, only one half of the CT specimen was  computed,
even though it is known that the strain localization modes break the
symmetry of specimen geometry. The element types were exactly
the same as those used for the round notched specimens except
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Fig. 10. (a) Mesh of AE4 with a layer of elastic elements equivalent to a spring with the same stiffness as the testing machine; and (b) simulation and experimental curves
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or  AE2 and AE4 taking into account the testing machine stiffness at 200 ◦C.

hat the 2D elements for CT specimens were for plane stress and
lane strain state instead of for axisymmetric elements.

Fig. 11 shows the 2D mesh and the loading conditions for CT
pecimens. Since the machine stiffness was not taken into account
n determining the material parameters, simulations were done
gnoring the effect of machine stiffness. The speed prescribed to
he pin loading is 0.4 mm/mn  corresponding to the COD prescribed
peed which was controlled by the clip gage. To simulate the exper-
mental load, a group of elements was added to the loading hole.
hese elements are purely elastic with a much higher Young’s mod-
lus than the actual material, so that the elastic strain of the pin
an be neglected. The loading was then applied to the tip of the
lastic zone. The displacement of the tip is fixed in the direction

 (U1 = 0). Symmetric conditions were imposed on the ligament.
he COD was measured at the same location as in experiments.
he zone enclosed in the red box was meshed with elements of
00 �m since two types of strain localization are present in this
one: classic strain localization near the crack tip and strain local-
zation due to the DSA effect. A sufficiently fine mesh can account
or both types of strain localization. Simulations were carried out
or the specimen tested at 200 ◦C since DSA manifested its maxi-

um  effect at this temperature: the toughness takes its minimum
alue.
Fig. 12a  shows the field of equivalent plastic strain rate and
ig. 12b shows the cumulative equivalent plastic strain for plane
tress (left) and plane strain (right) conditions at a COD of 0.73 mm.

Fig. 11. 2D mesh of CT specimen.
Fig. 12a shows that, in plane stress, the PLC bands are numerous,
very short and scattered near the crack tip. In plane strain, the PLC
bands are much less numerous and they are much longer than
those in plane stress. In Fig. 12b, it can be seen that the plastic
zones are more localized compared to the classical case, i.e. with an
elastic–plastic behavior [15]. In plane stress, the strain localization
bands are parallel to the crack plane and similar to those observed
near the notch tip of an aluminum alloy specimen by Delafosse et al.
[41]. In plane strain, the plastic zone near the crack tip is localized
into multiple strain bands. These strain localization bands tend to
extend to the back of the specimen.

Two full 3D computations were carried out on a quarter of the
whole CT25 specimen (Fig. 13)  tested at 200 ◦C: one using the KEMC
model and the other using the elastic–plastic model already pre-
sented for notched specimens. The side groove was also modeled
to get a mechanical state as close as possible to the experimental
situation. The loading conditions were the same as for the 2D sim-
ulations. Around the crack tip, a regular 500 �m mesh was used
which was coarser than in 2D simulations owing to the increased
computational time.

Fig. 14 shows the equivalent plastic strain rate at a COD of
0.7 mm for the 3D simulation with the KEMC model at 200 ◦C. As
was the case for 2D plane strain, the PLC bands were much less
numerous than those observed in 2D plane stress.

Fig. 15 shows the equivalent plastic strain at the COD of 0.7 mm
for the 3D simulation with the KEMC model at 200 ◦C. Similar
to the 2D plane strain case, the plastic zones exhibited multiple
strain localization bands. These bands were also divided into two
groups: one initiated from the crack tip and the other from the
side groove. It is noted that the bands on the symmetry plane
share the same characteristics as those simulated in 2D plane
strain whereas those on the free side were less numerous and
less pronounced because the material on the free side had less
plastic deformation. Fig. 16 shows the equivalent plastic strain at
a COD of 0.7 mm for the 3D simulation using the elastic–plastic
model at 200 ◦C. Compared to the KEMC model, globally, the plas-
tic zones are of the same dimension. However, the plastic zones
are much less localized than those simulated with the KEMC
model.

To visualize the PLC strain localization bands within the speci-

men, a transverse section about 5 mm from the crack tip (the length
of the ligament is 20 mm)  was  examined (Fig. 17). For the equiva-
lent plastic strain, the left side is the symmetry plane and the right
is the free side. It is noted that the plastic zone is in the form of a half
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Fig. 12. Simulation results at a COD of 0.73 mm for plane stress (left) and plane strain (right): (a) field of equivalent plastic strain rate and (b) field of equivalent plastic strain.

er of a

a
d

1

F

Fig. 13. Mesh of a quart

rc which initiated from the bottom of the groove in the transverse
irection. Two groups of PLC bands can be seen:
) Bands initiated from the crack tip. These bands cross the whole
specimen in the longitudinal direction (crack propagation direc-
tion) (Fig. 15).

ig. 14. Field of equivalent plastic strain rate at a COD of 0.7 mm  for the 3D simulation us
 whole CT25 specimen.

2)  Bands initiated from the groove. These bands cross the geometry
in the thickness direction.
These two  groups of strain localization bands interfere. Never-
theless, globally, the geometry remains in a quasi-plane strain state
for ligament as it will be confirmed by the COD/force curves.

ing the KEMC model at 200 ◦C: (a) grooved side; and (b) symmetric plane side.
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Fig. 15. Cumulative equivalent plastic strain at a COD of 0.7 mm for the 3D simulation using the KEMC model at 200 ◦C: (a) grooved side; and (b) symmetry plane side.
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ig. 16. Cumulative equivalent plastic strain at a COD of 0.7 mm for a 3D simulatio

The 3D simulation COD/force curve was compared to those
btained from 2D simulations and to the experimental one (Fig. 18).
t must be pointed out that the simulations were carried out under

onotonic loading and without crack propagation. Therefore, there
s no unloading line on the simulation curves and the simulated
urves deviate from the experimental curve at 1.5 mm COD because

f the onset of ductile tearing. Nonetheless, serrations are observed
n the simulation curves which are related to the PLC effect in
greement with experiment [15]. The amplitudes of the PLC ser-
ations obtained from simulation are higher than those seen on

Fig. 17. Contours of cumulative equivalent plastic strain using the KEMC
g the elastic–plastic model at 200 ◦C: (a) grooved side; and (b) symmetry plane.

the experimental curve. This may  be due to an over estimate of
the parameter P1. Examination of the results of the simulations
shows that the plane strain 3D simulation gave the best predic-
tion of the experimental curve. PLC serrations were also observed
for the 3D simulation curve; their amplitude is lower than that of
the plane strain curve and thus would appear to be more realis-

tic. It is noted that the 3D simulation using the EP model yields
results which are very close to those obtained from the KEMC
3D model even though the corresponding local strain fields are
different.

 model at a COD of 0.8 mm:  transverse section behind the crack tip.
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Fig. 18. Experimental and numerical force/COD curves for CT25 tested at 200 ◦C.

4. Ductile fracture prediction

4.1. Identification of the fracture criterion

The objective of the fracture specimen geometry modeling
(notched and CT specimen) was to obtain correct mechanical fields
in order to use the local approach for fracture prediction. It should
be recalled that at 200 ◦C the ductility is lower than at room temper-
ature. Since ductile fracture mechanisms were observed on fracture
surfaces, the Rice and Tracey model was used to predict the fracture
of notched specimens. The void growth ratio is computed at each
point of the specimen from the Rice and Tracey damage law [29]:

Ṙ

R
= 0.238 exp

(
3
2

�m

�eq

)
ṗ R(0) = R0 (7)

where R is the current void radius; R0 is the initial void radius; ṗ
is the equivalent plastic strain rate; �m is the hydrostatic stress;
�eq is the von Mises equivalent stress. Fracture is assumed to occur
when the void growth ratio reaches a critical value (R/R0)c. This crit-
ical value must be determined from experiment in order to predict
strain to fracture measured in experiments.

In the present study, Eq. (7) was  assumed to be independent
of temperature since the fractographic analysis did not show any
features on the fracture surfaces uniquely associated with the
DSA domain. Determination of the parameter calibration was per-
formed at 20 ◦C via 2D simulations of specimen AE4. Indeed, 2D
simulations proved to be sufficient for that purpose as discussed
later. Fig. 19 shows the stress triaxiality ratio �m/�eq and the dam-
age variable R/R0 computed at the Gauss point that is near the
specimen center versus the change in diameter at the notch sec-
tion; the center of the section is the location of the largest value
of the damage variable over a large variation of the diameter, and
is thus the location of ductile fracture initiation. As seen in Fig. 19,
the damage variable continuously increases for the KEMC model,
even though there are oscillations of the local mechanical variables
due to strain localizations. Indeed, the integration over time (see
Eq. (7))  masks the time variations. Therefore, the damage variable
assessment does not depend on symmetry, and the 2D model ade-
quately captures the damage level, although the current variables
have not the same values in the 2D and 3D computations as previ-
ously discussed. The criterion is calibrated at 20 ◦C in order to get
the strain at fracture. The mean value obtained using the results
from specimens AE4 and AE2 was  (R/R0)C = 2.25.
4.2. Prediction of ductile fracture

Simulations of the notched tensile specimen AE4 were per-
formed at each temperature, with appropriate parameter sets at
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Fig. 19. Evolution of mechanical variables in the element at the center of

ach temperature of the KEMC model. The parameter sets were not
etermined at each temperature. Instead the calibration procedure

nvolved assumptions concerning the temperature dependence of
ach parameter as detailed elsewhere [15]. For the sake of simplic-
ty, the results are not reproduced here and do not affect subsequent
iscussion. Nevertheless, it should be noted that simulation of the
E4 specimen tests underestimates the maximum load by 10% at
50 ◦C and 250 ◦C, by 5% at 300 ◦C, while more precise simulations
re obtained for the other temperatures. These slight discrep-
ncies underline the difficulty in predicting the correct strain
ate sensitivity for DSA sensitive materials over a wide range of
emperature.

Predictions of ductile fracture for AE4 were made for different
emperatures (Fig. 20).  As can be seen, a decrease in ductility was
bserved in the DSA domain in agreement with experiment. Nev-
rtheless, the predicted magnitude of the ductility drop was less
han observed experimentally. Thus, even using a model which
akes the DSA effect into account, the prediction of the ductility
oss at the temperature where DSA reaches its maximum effect is
nderestimated.

This shortcoming implies that the damage model has to be revis-
ted. Amar and Pineau [28] and Wagner et al. [24] used the same
amage model computed from an elastic–plastic constitutive law,
ut they assumed that the criterion was in fact temperature depen-
ent. However they did not justify this hypothesis, and we did not
bserve such behavior in this study. Improved prediction of duc-
ility loss in the negative strain rate sensitivity regime could be
ained by performing micromechanical computations: particular

train hardening and strain localizations could accelerate the void
rowth. It should be noted that a particular attention must be paid
n large strain behavior because the fracture of the AE4 specimen
ccurred at a local strain about 60%.

Fig. 20. Prediction of strain to fracture for AE4 from 20 ◦C to 350 ◦C.
E4 notched specimen; (a) stress triaxiality ratio, and (b) damage variable.

5. Conclusions

In this study, dynamic strain ageing and its relation to duc-
tile fracture of a C–Mn steel were studied via experimental and
numerical methods.

Dynamic strain ageing was  evidenced between 100 ◦C and
300 ◦C depending on the strain rate along with a decrease of the uni-
form elongation around 200 ◦C. The decreased ductility was  related
to the plasticity in presence of DSA which reduces the necking strain
[32,33] and consequently the fracture strain. This phenomenon
does not involve the relation between DSA and ductile fracture
mechanisms, void nucleation, growth and coalescence.

Fracture tests were carried out on round notched and pre-
cracked specimens (CT25). A sharp drop in the fracture strain and
of the fracture toughness was observed between 150 and 250 ◦C,
a temperature range where the PLC effect was  seen. Fractographic
analyses by SEM did not show any feature associated with the PLC
effect.

To model the fracture tests and obtain correct mechanical
results in the fracture specimen, a thermally activated elasto-
viscoplastic model, the KEMC (Kubin–Estrin–McCormick) strain
ageing model, was used. The parameters of the KEMC model were
developed between 20 ◦C and 350 ◦C from a previous work [15] and
from additional results.

2D-axisymmetric and full 3D computations were then per-
formed on round notched specimens. The results show that the
global behaviors predicted by the 2D and 3D computations with
the KEMC model were identical. It was  noted that PLC bands in
3D computations were not symmetric. Consequently, to correctly
predict PLC bands on round notched specimens, 3D computations
were necessary, but were otherwise not needed to obtain the global
behavior.

Fracture tests on side grooved CT specimens were also sim-
ulated. The 2D plane strain simulation was very close to the 3D
simulation because of the side groove. The plastic zone had a com-
plex spatial form due to two groups of strain bands: one coming
from the crack tip and one coming from the notch of the groove.
Global curves showed that PLC serrations, which were observed
experimentally [15] were simulated. The global behavior of the
specimen was  well predicted. Since there is a high strain rate gra-
dient in this specimen, it means that the strain rate sensitivity of
the material is accurately taken into account by the KEMC model
at this temperature.

The simulations with KEMC model were compared to those
obtained using a standard EP model. This model accounts for the
apparent strain hardening obtained from the tensile curve at 200 ◦C

and 10−4 s−1 but which does not account for strain ageing. The
global curves are reasonably predicted for the notched tensile spec-
imen and more accurately predicted for the CT specimen at 200 ◦C.
Indeed, this result depends on the strain rate sensitivity of the
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aterial and on the strain rate gradient in the specimen. Thus, a pre-
iction of mechanical behaviour of a component made for a strain
geing sensitive material with a standard elastic–plastic model is
ot recommended. For example, concerning the plastic zone, the

attice pattern observed on a notched specimen could not be repro-
uced with the plastic model. In the CT specimen, the plastic zones
imulated using the KEMC model are more localized, but the plastic
one sizes are not so different.

The influence of testing machine stiffness and actual boundary
onditions on PLC occurrence was assessed for the round notched
pecimen. The PLC serrations predicted taking testing machine
tiffness into account were closer to those seen on the experi-
ental curves. The overestimate of the PLC serrations amplitude
ay  be explained by a too high maximal stress drop magnitude

riven by the parameter P1. Contrary to the experimental results,
he serrations did not stop after the maximum load; the parame-
ers associated with the solute atoms concentration and controlling
he strain influence on free solute atoms need to be adjusted.
hese results indicated that machine stiffness should be taken into
ccount for in any determination of strain ageing parameters.

Using the results obtained by the FE simulations of AE4 spec-
mens, ductile fracture was predicted using the Rice and Tracey
amage law. Based on fractographic analysis, it was assumed that
he fracture criterion was independent of temperature. The duc-
ility loss observed in the DSA domain was predicted but the

agnitude was less than that obtained from experiment. There-
ore, even with a model which takes the DSA effect into account for
omputation of mechanical parameters, the prediction of the duc-
ility loss in the intermediate temperatures, where DSA reached its

aximum effect, was still underestimated. It should be noted that
he damage variable is not sensitive to the PLC effect, because it is
ased on the time integration of mechanical variables that masks
heir complex evolution. Other authors [24,28] assumed that the
riterion was dependent on temperature without justifying this
ypothesis. Improved prediction of ductility loss in the DSA regime
ould be gained by performing micromechanical computations on
nit cells. Micromechanical details of strain hardening and strain

ocalization could result in accelerated void growth.
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